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Scientific Progress and Accomplishments

1 Summary

During the course of this project, we made significant progresses in multiple directions of the in-
formation detection problem. These progresses include: (1) The development of the first algorithm
that is asymptotic optimal for the Erdos-Renyi (ER) random graph when the infection time is less
than 2/3 tu. The algorithm is called the Short-Fat-Tree (SFT) algorithm and is the first algorithm
and the first theoretical result on information source detection on non-tree networks; (2) The devel-
opment of information source localization algorithms to detect multiple information sources. The
algorithms have provable performance guarantees and outperform existing algorithms in the liter-
ature; (3) The extension of the sample-path-based estimator to the heterogeneous SIR model with
sparse observations, where we showed that the Jordan infection center remains to be the sample-
path-based estimator so is a robust source estimator under heterogeneous diffusion models and
partial information; (4) The development of the sample-path-based estimator with partial obser-
vations including partial timestamps. We developed two ranking algorithms (tree-based ranking
and cost-based ranking) that rank infected nodes according to their likelihood of being the source
when partial infection timestamps are available; and (5) The development of an algorithm based on
the sample-path-based approach and a correlation network to identify the root cause of cascading
failures in power networks.

2 Information Source Detection in General Networks

The source localization problem has gained a lot of attention in the last few years. A number of
source localization algorithms have been developed under different diffusion models. However,
despite significant efforts and successes, theoretical guarantees have been established only for tree
networks due to the complexity of the problem. In our recent work [1], we developed a new source
localization algorithm, called the Short-Fat Tree (SFT) algorithm for general networks. Consider the
Erdos-Renyi (ER) random graph and assume the average node degree µ = Ω(log n) to guarantee
the connectivity of the network, where n is the number of nodes. We established the following
fundamental limits of SFT on the ER random graph.

(1) When the infection duration < 2
3
logn
log µ , SFT identifies the source with probability one (w.p.1)

asymptotically (as network size increases).

(2) When the infection duration ≥ logn
log µ + 2, the probability of identifying the source approaches

zero asymptotically under any source localization algorithm, i.e., it is impossible to identify the
source with a non-zero probability.

(3) When the infection duration < logn
logµ , asymptotically, at least 1− δ fraction of the nodes on the

BFS-tree starting from the source are leaf-nodes, where δ > 3
√

logn
µ . Note that this result does

not provide a guarantee on the probability of correctly localizing the source, but states that
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the BFS-tree starting from the true source is a “fat” tree, which justifies the SFT algorithm, and
is confirmed by the simulation results.

Nearly Perfect 

    Detection

Fat Tree   Diminished 

Detection Rate

Figure 1: Summary of the main results of source localization in [1]. This figure summarizes the key
results in terms of t, the infection time, and µ, the average node degree. In the figure, tu = logn

log µ .

The results are summarized in Figure 1. We remark that results (1) and (3) are highly nontrivial
because a subgraph of the ER random graph is a tree with high probability only when the diameter
of the subgraph is logn

2 log µ . Results (1) and (3) deal with subgraphs that are not trees. To the best of our
knowledge, these are the first theoretical results of source localization on general (non-tree) networks. A
comparison of detection rates with other source localization algorithms on an ER random graph
with 5, 000 nodes and under the IC diffusion model is shown in Figure 2. We can see that SFT has
a detection rate ≥ 0.9 when the number of infected nodes is ≤ 1, 200, ECCE [2] achieves a similar
detection rate when the number of infected nodes is ≤ 600, i.e., only a half of that under SFT, and
the detection rates of RUM [3] and NETSLEUTH [4] are always less than 0.9.

The key to accurately locating the diffusion source is to identify characteristics of infection sub-
networks that are unique “signatures” of the source. The novelty of [1] is at the use of frontier nodes
for source localization, where frontier nodes are the set of the infected nodes that are furthest away
from the source. For example, in Figure 3 where node a is the source, nodes c and d are frontier
nodes. They are two hops away from the source. All remaining infected nodes are one hop away
from the source. In [1], we identified two properties of frontier nodes.

Distance-signature: If the diffusion has not died out when the observation was taken (at time
slot t), then the frontier nodes are the ones infected at time t (but not all infected nodes infected
at time slot t are frontier nodes). With a high probability, frontier nodes are t hops away from the
source. Define B(v, t) to be the set of infected nodes that are t-hop away from node v. Assume node
v is the diffusion source. Then B(v, t) ∩ I is the set of frontier nodes, where I is the set of infected
nodes. Consider two nodes v and w and define D(v, w, t) = B(v, t)\B(w,≤ t), which is the set of
nodes that are t hops away from node v, but more than t hops away from node w. Then as long as
D(v, w, t) ∩ I is a nonempty set, node w cannot reach all frontier nodes within t hops. We proved
in [1] that D(v, w, t) ∩ I 6= ∅ with a high probability by analyzing the distribution of the frontier
nodes in the ER random graph. Let d(v, I) = maxu∈I d(v, u), where d(v, u) is the minimum number
of hops to reach node u from v. Then d(v, I)is a signature of the source such that d(v, I) < d(u, I)

for any other u when t ≤ 2
3
logn
log µ and d(v, I) ≤ d(u, I) when t ≤ logn

logµ .
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Figure 3: Example that illustrates the
frontier nodes

Size-signature: It has also been identified in [1] that among infected nodes with the smallest
distance-signature, the node has more frontier nodes (i.e., larger |B(v, t) ∩ I|) is more likely to the
source. Intuitively, “fat” diffusion frontier often associates with a “symmetric and smooth” diffu-
sion trace, which is likely to occur.

3 Detecting Multiple Information Sources under Heterogeneous Diffu-
sion Models

In [5], we studied the information source detection problem in a setting that generalizes the existing
work in several important directions.

• Multiple sources versus single source: We assumed that the information diffusion can be origi-
nated from multiple nodes simultaneously, instead of from a single source. When the infec-
tion duration is sufficiently short, the infected subnetworks from different sources are discon-
nected components. In such cases, the single-source localization algorithms can be applied
to each of the infected subnetwork. We removed this assumption in [5], and considered the
scenario where the infected subnetworks may overlap with each other, so the single-source
localization algorithms cannot be directly applied.

• A partial snapshot versus a complete snapshot: We assumed a partial snapshot in which each node
reports its state with some probability, which is in contrast to a complete snapshot assumed in
the literature where all nodes’ states are observed. Because of a partial snapshot, the sources
may not report their states and be observed as infected nodes; and the observed infected
nodes may not form a connected component. Both increase the uncertainty and complexity of
the problem. In fact, it turns out to be critical to have a candidate selection algorithm to select
source candidates from unobserved nodes but only use observed infected nodes in computing
the infection eccentricity. The selection step yields 27× reduction on the computing time in
our simulations while guaranteeing the same the detection rate, and yields 600× reduction on
the computing time with a slight reduction of the detection rate.
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• Heterogeneous diffusion versus homogeneous diffusion: Our algorithm applies to the heteroge-
neous SIR diffusion model where links have different infection probabilities and nodes have
different recovery probabilities. The asymptotic guarantees on the detection rate hold for the
heterogeneous SIR model.

In [5], we developed a novel algorithm for locating multiple sources for such a general model
and proved theoretical guarantees on the detection rate for non-tree networks. The main results of
the paper are summarized below.

(1) We introduced the concept of Jordan cover, which is an extension of Jordan center. Loosely
speaking, a Jordan cover with size m is a set of m nodes that can reach all observed infected
nodes with the minimum hop-distance. We proposed Optimal-Jordan-Cover (OJC), which
consists of two steps: OJC first selects a subset of nodes as the set of the candidates of the
diffusion sources; and then it finds a Jordan cover in the subgraph induced by the candidate
nodes and the observed infected nodes. We emphasize that only the hop-distance to the ob-
served infected nodes is considered in computing a Jordan cover.

(2) We analyzed the performance of OJC on the ER random graph, and established the following
performance guarantees.

(i) When the infection duration is shorter than 2
3
logn
µ , where µ is the average node degree

and n is the number of nodes in the network, OJC identifies the sources with probability
one asymptotically as n increases.

(ii) When the infection duration is at least
⌈

logn
log µ+log q

⌉
+ 2 where q is the minimum infection

probability, under any source location algorithm, the detection rate diminishes to zero as
n increases under the Susceptible-Infected (SI) and Independent-Cascade (IC) models,
which are special cases of the SIR model.

(3) The computational complexity of OJC is polynomial in n, but exponential in m. We fur-
ther proposed a heuristic based on the K-Means for approximating the Jordan cover, named
Approximate-Jordan-Cover (AJC). Assuming a constant number of iterations when using the
K-Means, the computational complexity of AJC is O(nE), where E is the number of edges.
Our simulations on random graphs and real networks demonstrate that both AJC and OJC
significantly outperform other heuristic algorithms.

In Figure 4 and 5 show the performance of our algorithms, OJC and AJC, on both the power grid
network [6] and ER random graph (size: 5000, wiring probability: 0.002) and compared them with
two other heuristics — Distance-Centroid-Based K-Means (DC) and Closeness-Centroid-Based K-
Means (CC). The x−axis of the figures represents the combinations of sample rate and threshold.
On the ER random graph, we increased the threshold as the sample rate increased to control the
running time. For the power-grid network, since the average node degree is only 2, we set threshold
equal to 2 for experiments for all sample rates. As we can see from the figures that when fixing the
threshold, the performance of all algorithms (in terms of both error distance and detection rate)
improves as the sample rate increases because we had more information about the diffusion. From
Figure 4 and 5, we can also see that AJC outperforms DC and CC, and has similar performance
with OJC. Note that with four sources, OJC became very slow on both the ER random graph and
the power grid network because its complexity increases exponentially in the number of sources.
So for the cases with four sources, we only simulated AJC.

Besides [5], in an earlier work [7, 8], we also extended the sample-path-based estimator devel-
oped in [9, 10] to multiple information sources under the SIR model. The algorithm includes both
clustering and source localization. The clustering and localization algorithm first iteratively selects
S infected nodes in a greedy fashion to maximize the pairwise distances of these S nodes. These S
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(c) Source number: 4, infec-
tion size: 300 ∼ 500.

Figure 4: The Performance of OJC, AJC, CC and DC on the ER random graph with different sample
rates and threshold values
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Figure 5: The Performance of OJC, AJC, CC and DC on the power grid network with different
sample rates and threshold values
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infected nodes are likely to be associated with different sources, and are likely to be the leaf nodes of
the corresponding information spreading trees. Then, the set of infected nodes are clustered into S
sets according to their distances to the selected S nodes. The purpose is to cluster the infected nodes
according to their associated sources. In the final step, the reverse infection algorithm proposed in
[9] is used to identify the Jordan infection center within each cluster and these Jordan infection cen-
ters are claimed to be the information sources. The algorithm above assumes the number of sources
is known. In [7], we also developed an algorithm for the case in which the number of sources is
unknown.

4 Information Source Detection with Sparse Observations and Hetero-
geneous SIR Model

In [2, 11], we studied the problem of locating the source of information that spreads in a network
by using sparse observations. In [9, 10], we assume a complete snapshot of the network is given.
Today’s online social network may have hundreds of millions of nodes, so a complete snapshot is
expensive, if not impossible, to obtain. Furthermore, most previous works on information source
detection assume homogeneous infection across links and homogeneous recovery across nodes, but
in reality, most networks are heterogeneous. For example, people close to each other are more likely
to share rumors and epidemics are more infectious in the regions with poor medical care systems.
Therefore, it is important to take sparse observations and network heterogeneity into account when
locating information sources. In this work, we assumed that the information spreads in the network
following a heterogeneous SIR model and assume only a small subset of infected nodes are reported
to us. The goal is to identify the information source in a heterogeneous network by using sparse
observations.

We used the sample path based approach developed in [9] for locating the information source
with sparse observations. Surprisingly, we found that the sample path based estimator is robust to net-
work heterogeneity and the number of observed infected nodes. In particular, our results show that even
under a heterogeneous SIR model and with sparse observations, the sample path based estimator
remains to be a Jordan infection center in infinite trees, where the Jordan infection centers with a
partial observation are the nodes that minimize the maximum distance to observed infected nodes.
We further showed that in an infinite tree, the distance between a Jordan infection center and the
actual source can be bounded by a value independent of the size of infected subnetwork with a
high probability, where the infected subnetwork is the subnetwork that consists of nodes are either
infected or recovered and is a connected component.

We remark that the locations of the Jordan centers only depend on the network topology and
are independent of the infection and recovery probabilities, so the sample path based estimators
(or the Jordan infection centers) are also robust to the information diffusion model, which makes
it very appealing in practice since the accurate knowledge of the SIR parameters can be difficult to
measure in reality.

In [2, 11], we conducted extensive simulations to evaluate the performance of the Jordan infec-
tion center for the heterogeneous SIR model on different networks including tree networks and
real world networks. In the simulations, we compared the performance of our algorithm with the
following three algorithms.

• Closeness centrality algorithm (CC): The closeness centrality algorithm selects the node with the
maximum infection closeness as the information source.

• Weighted reverse infection algorithm (wRI): The weighted reverse infection algorithm selects the
node with the minimum weighted infection eccentricity as the information source where the
weighted infection eccentricity is similar to the infection eccentricity except that the length of

6
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(b) Binomial Tree
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(c) The Power Grid Network
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(d) The Internet Autonomous Systems Network

Figure 6: The Performance of RI, CC, wRI and wCC on Different Graphs

a path is defined to be the sum of the link weights instead of the number of hops, and the link
weight is the average time it takes to spread the information over the link, i.e., b1/qec on edge
e, where qe is the infection probability of link e.

• Weighted closeness centrality algorithm (wCC): The weighted closeness centrality algorithm se-
lects the node with the maximum weighted infection closeness as the information source.

We first evaluated the performance on tree networks. A g-regular tree is a tree where each node
has g neighbors. We set the degree g = 5 in our simulations. We varied the sample probability
σ from 0.01 to 0.1. The simulation results are summarized in Figure 6a, which shows the average
distance between the estimator and the actual information source versus the sampling probability.
When the sample probability increases, the performance of all algorithms improve. When the sam-
ple probability is larger than 6%, the average distance becomes stable which means a small number
of infected nodes is enough to obtain a good estimator. We also notice that the average distance of
our algorithm based on the Jordan infection center, named RI, is smaller than all other algorithms
and is less than one hop when σ ≥ 0.04. wRI has a similar performance with RI when the sample
probability is small (=0.01) but becomes much worse when the sample probability increases.

We further evaluated the performance of RI and other algorithms on binomial trees T (ξ, β)
where the number of children of each node follows a binomial distribution such that ξ is the num-
ber of trials and β is the success probability of each trial. In the simulations, we selected ξ = 10
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and β = 0.4. Again, we varied σ from 0.01 to 0.1. The results are shown in Figure 6b. Similar to the
regular trees, the performance of RI dominates CC, wRI and wCC, and the difference in terms of
the average number of hops is approximately one when σ ≥ 0.03.

We also conducted experiments on two real world networks: the Internet Autonomous Systems
network (IAS) [12] and the power grid network (PG) [13]. The results for the power network are
shown in Figure 6c. In the power grid network, we can see that RI and wRI have similar perfor-
mance, and both outperform CC and wCC by at least one hop when σ ≥ 0.04. The results for the
IAS network are shown in Figure 6d. wRI and wCC always perform worse than RI. Although RI
and CC have similar performance when the sample probability is large, RI outperforms CC when
σ ≤ 0.03.

We further compared the performance of RI and DMP. The dynamic message passing algorithm
(DMP) algorithm was proposed in a recent paper [14] for a general SIR model with complete or
partial observations. However, the algorithm needs the complete information of infection and re-
covery probabilities, and the complexity of the algorithm is very high under partial observations.
We compared the performance of the two algorithms on the power grid network and fixed the sam-
ple probability to be 10%. We tested the speed of RI and DMP on a machine with 1.8 GB memory,
4 cores 2.4 GHz Intel i5 CPU and Ubuntu 12.10. The algorithms are implemented in Python 2.7.
On average, it took RI 0.57 seconds to locate the estimator for one snapshot and took DMP 229.12
seconds. So RI is much faster than DMP.
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Figure 7: The CDF of RI and DMP on the Power Grid Network

Figure 7 shows the CDF of the distance from the estimator to the actual source under DMP and
RI. We can see that RI dominates DMP, in particular, 71% of the estimators under RI are no more
than 7 hops from the actual source comparing to 57% under DMP. Therefore, RI outperforms DMP
in terms of both speed and accuracy. We remark that we did not compare the performance of RI
and DMP on the Internet Autonomous System (IAS) network because the complexity of running
DMP on a large size network like the IAS network is prohibitively high.

5 Information Source Detection with Partial Timestamps

A major challenge of locating the information sources(s) is the lack of complete timestamp informa-
tion, which prevents us from reconstructing the spreading sequence to trace back the source. But
on the other hand, even partial timestamps, which are available in many practical scenarios, pro-
vide important insights about the location of the source. In [15], we developed source localization
algorithms that utilize partial timestamp information. The main accomplishments are summarized
below.
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(1) We formulated the source localization problem as a ranking problem on graphs, where in-
fected nodes are ranked according to their likelihood of being the source. Define a spreading
tree to include (i) a directed tree with all infected nodes and (ii) the complete timestamps of
information spreading. Given a spreading tree rooted at node v, denoted by Pv, we defined a
quadratic cost C(Pv) depending on the structure of the tree and the timestamps. The cost of
node v is then defined to be

C(v) = min
Pv

C(Pv), (1)

i.e., the minimum cost among all spreading trees rooted at node v. Based on the costs and
spreading trees, we propose two ranking methods:

(i) rank the infected nodes in an ascendent order according to C(v), called cost-based ranking
(CR), and

(ii) find the minimum cost spreading tree, i.e.,

P∗ = arg min
P
C(P),

and rank the infected nodes according to their timestamps on the minimum cost spread-
ing tree, called tree-based ranking (TR).

(2) The computational complexity ofC(v) is very high due to the large number of possible spread-
ing trees. We proved that problem (1) is NP-hard by connecting it to the longest-path problem.

(3) We proposed a greedy algorithm, named Earliest Infection First (EIF), to construct a spread-
ing tree to approximate the minimum cost spreading tree for a given root node v, denoted
by P̃v. The greedy algorithm is designed based on the minimum cost solution for line net-
works. EIF first sorts the infected nodes with observed timestamps in an ascendent order
of the timestamps, and then iteratively attaches these nodes using a modified breadth-first
search algorithm. In CR, the infected nodes are then ranked based on C(P̃v); and in TR, the
nodes are ranked based on the complete timestamps of the spreading tree P̃∗ such that

P̃∗ = arg minC(P̃v).

In [15], we evaluated the performance of TR and CR (based on EIF) using both synthetic data
and real-world data. To evaluate the accuracy of the ranking, we use the probability that the source
is ranked among top γ% of the infected nodes, named γ%-accuracy, as the performance metric. The
main results and observations are summarized below.

Comparison with Existing Algorithms

We first tested the algorithms using synthetic data on two real-world networks: the Internet Au-
tonomous Systems network (IAS) and the power grid network (PG), and compared with the fol-
lowing four existing source localization algorithms.

• Rumor centrality (RUM): Rumor centrality was proposed in [3], and is the the maximum like-
lihood estimator on trees under the SI model. RUM ranks the infected nodes in an ascendent
order according to nodes’ rumor centrality.

• Infection eccentricity (ECCE): The infection eccentricity of a node is the maximum distance
from the node to any infected node in the graph, where the distance is defined to be the length
of the shortest path. The node with the smallest infection eccentricity, named Jordan infection
center, is the optimal sample-path-based estimator on tree networks under the SIR model [9].
ECCE ranks the infected nodes in a descendent order according to infection eccentricity.
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• NETSLEUTH: NETSLEUTH was proposed in [4]. The algorithm constructs a submatrix of
the infected nodes based on the graph Laplacian of the network and then ranks the infected
nodes according to the eigenvector corresponding to the largest eigenvalue of the submatrix.

• Gaussian heuristic (GAU): Gaussian heuristic is an algorithm proposed in [16], which utilizes
partial timestamp information. The algorithm is similar to CR in spirit, but uses the breadth-
first search tree as the spreading tree for each infected node.

In the four algorithms above, RUM, ECCE, and NETSLEUTH only use topological information
of the network, and do not exploit the timestamp information. GAU utilizes partial timestamp
information.

In this set of experiments, we assumed the infection time of each infection follows a truncated
Gaussian distribution with µ = 100 and σ = 100. We selected 50% infected nodes (100 nodes) and
revealed their infection time. The source node was always excluded from these 100 nodes so that
the infection time of the source node was always unknown. We repeated the simulation 500 times
to compute the average γ%-accuracy.
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Figure 8: Comparison with Existing Algo-
rithms in the IAS network with 50% times-
tamps
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Figure 9: Comparison with Existing Algo-
rithms in the PG network with 50% times-
tamps

The results on the IAS and PG networks are presented in Figures 8 and 9, respectively. Recall
that RUM, ECCE and NETLEUTH only use topological information.

• Observation 1: In both networks, CR and TR perform much better than the other algorithms.
In particular, in the IAS network, the 10%-accuracy of CR is 0.76 while 10%-accuracy of GAU
and NETSLEUTH is 0.48 and 0.43, respectively.In the PG network, the 10%-accuracy of TR is
0.99 while that of GAU and NETSLEUTH is 0.93 and 0.43, respectively.

• Observation 2: Most algorithms, except NETSLEUTH, have higher γ%-accuracy in the PG
network than in the IAS network. We conjecture that it is because the IAS network has a small
diameter and contains hub nodes while the PG network is more tree-like.

• Observation 3: NETSLEUTH dominates ECCE and RUM in the IAS network, but performs
worse than ECCE and RUM in the PG network when γ ≤ 10. Furthermore, while all other
algorithms have higher γ-accuracy in IAS than in PG, NETSLEUTH has lower γ-accuracy in
IAS than in PG when γ < 10. A similar phenomenon will be observed in a later simulation as
well.

• Observation 4: CR performs better in the IAS network when γ ≥ 5 while TR performs better
in the PG network.
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The Impact of Timestamp Distribution

In the previous set of simulations, the revealed timestamps were uniformly chosen from all times-
tamps except the timestamp of the source, which was always excluded. We call this unbiased dis-
tribution. In this set of experiments, we studied the impact of the distribution of the timestamps.
We compared the unbiased distribution with a distribution under which nodes with larger infec-
tion time are selected with higher probability. In particular, we selected nodes iteratively. Let N k

denote the set of remaining infected nodes after selecting k nodes, then the probability that node i
is selected in the next step is

p
(k)
i =

ti − ts∑
j∈N k(tj − ts)

,

where ts is the infection time of the source. We call this time biased distribution.
In addition, we evaluated the performance of our algorithms and GAU with different sizes of

observed timestamps. The results for IAS and PG are shown in Figure 10 and Figure 11, respec-
tively. Note that the performance of RUM, ECCE and NETSLEUTH are independent of timestamp
distribution and size, so we did not include these algorithms in the figures. From the two figures,
we have the following observations:

• Observation 5: We varied the size of observed timestamps from 10% to 90%. As we expected,
the γ%-accuracy increases as the size increases under both CR and TR. Interestingly, in the IAS
network, the 10%-accuracy of GAU only has minor improvement when the timestamp size
increases. We conjecture this is because in small world networks such as the IAS network, the
spreading tree is very different from the breadth-first search tree rooted at the source. Since
GAU always uses the breadth-first search trees regardless of the size of timestamps, more
timestamps do not result in a more accurate spreading tree. The spreading tree constructed
by EIF, on the other hand, depends on the size of timestamps and is more accurate as the size
of timestamps increases.

• Observation 6: In both networks, the time-biased distribution results in 5% to 15% reduction
of the γ%-accuracy. This shows that earlier timestamps provide more valuable information
for locating the source. However, the trends and relative performance of the three algorithms
are similar to those in the unbiased case.

• Observation 7: CR performs better in the IAS network when the timestamp size is larger than
40%; and TR performs better in the PG network.

• Observation 8: The γ%-accuracy is much higher in the PG network than that in the IAS net-
work under both the unbiased distribution and time-biased distribution. For example, with
the time-biased distribution and 20% of timestamps, the 10%-accuracy of TR is 0.71 in PG and
is only 0.41 in IAS. This again confirms that the source localization problem is more difficult
in networks with small diameters and hub nodes.

The Impact of the Diffusion Model

In all previous experiments, we used the truncated Gaussian model for information diffusion. We
now study the robustness of CR and TR to the diffusion models. We conducted the experiments
using the SpikeM model [17], which matches the patterns of real-world information diffusion well.
The results are shown in Figures 12 and 13.

• Observation 9: SpikeM is a time slotted diffusion model, so is very different from the trun-
cated Gaussian model. However, as shown in Figures 12 and 13, the γ%-accuracy does not

11



10 20 30 40 50 60 70 80 90
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Timestamp Size (%)

10
%

−
ac

cu
ra

cy

 

 CR − unbiased

CR − biased

TR − unbiased

TR − biased

GAU − unbiased

GAU − biased

Figure 10: The Impacts of the Distribution and
Size of Timestamps in the IAS Network
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Figure 11: The Impacts of the Distribution and
Size of Timestamps in the PG Network
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Figure 12: The Performance of CR, TR and GAU
in the IAS Network under the SpikeM Model
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Figure 13: The Performance of CR, TR and GAU
in the PG Network under the SpikeM Model

change significantly compared with the truncated Gaussian model. Therefore, CR and TR are
robust to the diffusion model. We remark that both algorithms do not require any knowledge
of the underlying diffusion model.

The Impact of Network Topology

In the previous simulations, we have observed that locating the source in the PG network is easier
than in the IAS network. We conjecture that it is because the IAS network is a small-world network
while the PG network is more tree-like. To verify this conjecture, we removed edges from the IAS
network to observe the change of γ%-accuracy as the number of removed edges increases. For
each removed edge, we randomly picked one edge and removed it if the network remains to be
connected after the edge is removed. The results are shown in Figure 14.

• Observation 10: After removing 11,000 edges, the ratio of the number of edges to the number
of nodes is 11, 002/10, 670 = 1.03, so the network is tree-like. As showed in Figure 14, the
5%-accuracy of all algorithms, except NETSLEUTH, improves as the number of the removed
edges increases, which confirms our conjecture. The 5%-accuracy of NETSLEUTH starts to
decrease when the number of removed edges is more than 6, 000. This is consistent with the
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observation we had in Figures 8 and 9, in which the 5% accuracy of NETSLUETH in PG is
worse than that in IAS.

Weibo Data Evaluation

In this section, we evaluated the performance of our algorithms with real-world network and real-
world information spreading. The dataset is the Sina Weibo1 data, provided by the WISE 2012
challenge2. Sina Weibo is the Chinese version of Twitter, and the dataset includes a friendship
graph and a set of tweets.

The friendship graph is a directed graph with 265,580,802 edges and 58,655,849 nodes. The tweet
dataset includes 369,797,719 tweets. Each tweet includes the user ID and post time of the tweet. If
the tweet is a retweet of some tweet, it includes the tweet ID of the original tweet, the user who post
the original tweet, the post time of the original tweet, and the retweet path of the tweet which is a
sequence of user IDs. For example, the retweet path a→ b→ c means that user b retweeted user a’s
tweet, and user c retweeted user b’s.

We selected the tweets with more than 1,500 retweets. For each tweet, all users who retweet
the tweet are viewed as infected nodes and we extracted the subnetwork induced by these users.
We also added those edges on the retweet paths to the subnetwork if they are not present in the
friendship graph, by treating them as missing edges in the friendship network. The user who posts
the original tweet is regarded as the source. If there does not exist a path from the source to an
infected node along which the post time is increasing, the node was removed from the subnetwork.

Note that in some cases, the source can be easily located using a naive algorithm, e.g., the net-
work is star or only the source can reach all other infected nodes. To avoid these cases, we further
selected the tweets that satisfy the following conditions:

• The number of infected nodes is at least 100.

• The diameter of the undirected version of the subnetwork network is at least 7.

• There exist at least 50 nodes who can reach all other infected nodes in the network.

• At least 30% of nodes have timestamps. This is to make sure we have enough timestamps for
evaluating CR and TR.

1http://www.weibo.com/
2http://www.wise2012.cs.ucy.ac.cy/challenge.html
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After removing tweets that do not satisfy the above conditions, we have 347 tweets with at least 30%
observed timestamps. The γ%-accuracy is summarized in Figure 15, where we include the results
with 10% of timestamps and 30% of timestamps. The observed timestamps are uniformly selected
from the available timestamps and the source node is excluded. Note that for most of the tweets,
we only have partial timestamps, so we believe further biased selection is not necessary. RUM and
ECCE are not included in the figure since the performance is dominated by NETSLEUTH.
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Figure 15: Performance on Weibo Data

• Observation 10: The figure shows that CR and TR dominates GAU with both 10% and 30%
of timestamps. In particular, TR performs very well and dominates all other algorithms with
a large margin. The 10%-accuracy of TR with 30% timestamps is around 0.81 while that of CR
is 0.53 and that of NETSLEUTH is only 0.39.

6 Root Cause of Cascading Failures in Power Networks

The power grid is a critical infrastructure of our society. The failure of the power grid network will
have catastrophic impacts on water supplies, transportation networks, communications networks,
and almost every other aspect of our daily life. For post-cascade fault diagnostics, important ques-
tions shall be answered including: How can we locate the source of fault on the power network?
Which kind of information can we utilize to locate the initially malfunctioning part that causes
the cascading failures? The answers to these questions are crucial for recovering the power net-
work from cascading failures and even stopping the cascade. In [18], we studied the problem of
locating the root cause of cascading failures in power networks, and related the problem to source
localization in networks. Note that the root-cause localization problem is different from the infor-
mation source detection problem. In social networks, the information generally propagates through
topological connections while the cascading failures in power networks are the result of electrical
interactions restricted by Kirchhoff’s and Ohm’s laws. In addition, it has been pointed out in the
literature that topological models may result in misleading conclusions in power networks. In [18],
we adopted the correlation network proposed in [19], which models the influence of one trans-
mission line to the others in power networks. We then developed a greedy algorithm to build an
infection spreading tree starting from a specific node and to assign infection time to each node in
order to minimize the cost. We developed two ranking algorithms, cost-based ranking (CR) and
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Figure 16: The empirical CDF of the rank of the first tripped transmission line when the failure time
of 40% of tripped transmission lines is observed.

tree-based ranking (TR), based on the greedy algorithm. We evaluated the performance of our algo-
rithm on two power systems: IEEE 300 bus power system and the Great Britain power network. We
compared our algorithms with existing algorithms for source localization including rumor central-
ity (RC) [3], Jordan center (ECCE) [2] and NETSLEUTH [4] with 40% timestamps given. The result
is in Figure 16, from which we can see that our algorithms outperform others.

References

[1] K. Zhu and L. Ying, “Information source detection in networks: Possibility and impossibility
results,” in Proc. IEEE Int. Conf. Computer Communications (INFOCOM), San Francisco, CA,
2016.

[2] ——, “A robust information source estimator with sparse observations,” Computational Social
Networks, vol. 1, no. 1, p. 3, 2014.

[3] D. Shah and T. Zaman, “Rumors in a network: Who’s the culprit?” IEEE Trans. Inf. Theory,
vol. 57, pp. 5163–5181, Aug. 2011.

[4] B. A. Prakash, J. Vreeken, and C. Faloutsos, “Spotting culprits in epidemics: How many and
which ones?” in IEEE Int. Conf. Data Mining (ICDM), Brussels, Belgium, 2012, pp. 11–20.

[5] K. Zhu, Z. Chen, and L. Ying, “CatchEm All: Locating multiple diffusion sources in networks
with partial observations,” in AAAI Conference on Artificial Intelligence, 2017.

[6] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’ networks,” Nature, vol.
393, no. 6684, pp. 440–442, 1998.

[7] Z. Chen, K. Zhu, and L. Ying, “Detecting multiple information sources in networks under the
SIR model,” in Proc. IEEE Conf. Information Sciences and Systems (CISS), Princeton, NJ, 2014.

[8] ——, “Detecting multiple information sources in networks under the sir model,” IEEE Trans-
actions on Network Science and Engineering, vol. 3, no. 1, pp. 17–31, 2016.

15



[9] K. Zhu and L. Ying, “Information source detection in the SIR model: A sample path based
approach,” in Proc. Information Theory and Applications Workshop (ITA), Feb. 2013.

[10] ——, “Information source detection in the sir model: A sample-path-based approach,”
IEEE/ACM Trans. Netw., vol. 24, no. 1, pp. 408–421, 2016.

[11] ——, “A robust information source estimator with sparse observations,” in Proc. IEEE Int. Conf.
Computer Communications (INFOCOM), Toronto, Canada, April-May 2014.

[12] “Internet autonomous systems network [online],” 2001, available: http://snap.stanford.edu/
data/oregon1.html.

[13] “Western states power grid of the united states [online],” 1998, available: http://
www-personal.umich.edu/∼mejn/netdata/.

[14] A. Y. Lokhov, M. Mezard, H. Ohta, and L. Zdeborova, “Inferring the origin of an epidemy with
dynamic message-passing algorithm,” arXiv preprint arXiv:1303.5315, 2013.

[15] K. Zhu, Z. Chen, and L. Ying, “Locating the contagion source in networks with partial
timestamps,” Data Mining and Knowledge Discovery, vol. 30, no. 5, pp. 1217–1248, 2016.
[Online]. Available: http://dx.doi.org/10.1007/s10618-015-0435-9

[16] P. C. Pinto, P. Thiran, and M. Vetterli, “Locating the source of diffusion in large-scale networks,”
Phys. Rev. Lett., vol. 109, no. 6, p. 068702, 2012.

[17] Y. Matsubara, Y. Sakurai, B. A. Prakash, L. Li, and C. Faloutsos, “Rise and fall patterns of
information diffusion: model and implications,” in Proc. Ann. ACM SIGKDD Conf. Knowledge
Discovery and Data Mining (KDD), Beijing, China, 2012, pp. 6–14.

[18] Z. Chen, K. Zhu, and L. Ying, “Root cause localization on power networks,” in IEEE Int. Conf.
Digital Signal Processing (DSP), Singapor, 2015.

[19] X. Zhang, F. Liu, R. Yao, X. Zhang, S. Mei, Z. Zhang, and X. Li, “Identification of key transmis-
sion lines in power grid using modified K-core decomposition,” in Int. Conf. Electric Power and
Energy Conversion Systems, 2013, pp. 1–6.

16




